2021 IEEE International Conference on Communications Workshops (ICC Workshops) | 978-1-7281-9441-7/20/$31.00 ©2021 IEEE | DOI: 10.1109/ICCWorkshops50388.2021.9473664

Conflict-Aware Multi-Numerology Radio Resource
Allocation for Heterogeneous Services

Nasim Ferdosian
ETIS UMR 8051
CY-Tech, ENSEA, CNRS
Cergy 95000 France
nasim.ferdosian @ensea.fr

Sotiris Skaperas
Dep. of Applied Informatics
University of Macedonia
Thessaloniki, Greece
sotskap@uom.edu.gr

Abstract—5G new radio (NR) introduced flexible numerology
to accommodate applications with varying quality of service
(QoS) requirements. However, optimizing the scheduling of
services with varying delay and throughput QoS constraints
remains a challenging task. Under existing proposals, support-
ing ultra-reliable low-latency communication (URLLC) services
comes at the cost of reduced throughput offered to enhanced
mobile broadband (eMBB) users. In this paper, we propose
an efficient, low complexity scheduling of radio resources for
URLLC when coexisting with eMBB services. We re-formulate
the standard eMBB throughput maximization problem as an
equivalent conflict minimization with URLLC and prove that this
equivalent objective can be treated as a Bin Packing optimization
problem. Moreover, in order to further increase the efficiency
of resource utilization, non-orthogonal multiple access (NOMA)
is also investigated for URLLC and eMBB coexistence. The
superior performance of NOMA, with the superposition of
services over the same resource blocks, is due to alleviating
conflicts, as shown by an extensive set of numerical results.

Index Terms—TFlexible numerology, URLLC traffic.

I. INTRODUCTION

The International telecommunication union (ITU) has de-
fined new requirements and capabilities on 5G mobile com-
munication systems to support a wide variety of new devices
and services with varying quality of service (QoS) require-
ments and characteristics. The 3rd generation partnership
project (3GPP) standardized 5G in the form of a novel radio
interface technology, referred to as new radio (NR) [1]. 5G NR
introduced flexible numerology and frame structure to accom-
modate heterogeneous service requirements, by supporting
various values of subcarrier spacing and symbol / frame du-
ration. Optimizing resource allocation in the NR numerology
setting to deliver heterogeneous QoS requirements remains a
challenging task [2], [3], [4]. The major challenges related
to radio resource optimization for ultra-reliable low-latency
communication (URLLC) systems are described in [5].

In 5G and beyond, URLLC services with extreme delay
constraints will coexist with enhanced mobile broadband
(eMBB), that require very high bit rates (Gigabits per second)
and have moderate latency requirements. On the other hand,
URLLC services are expected to have lower traffic volumes
than eMBB services. The design of radio resource allocation
strategies for URLLC traffic when coexisting with eMBB
has been a focal point of recent research efforts [6]. In
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[7], [8] resource allocation strategies for the coexistence of
URLLC and eMBB were proposed based on a “puncturing”
framework: according to this, eMBB traffic was scheduled
initially at the beginning of the slots; upon arrival of URLLC
traffic, the latter was prioritized and dynamically overlapped
at mini-slots of ongoing eMBB transmissions (which were
punctured). These approaches have been shown to result in
significant losses in terms of data rates for eMBB services
[9].

Alternatively, the authors in [10] studied the resource allo-
cation of eMBB and URLLC services, without using punctur-
ing mechanisms to schedule resources. A flexible numerology
and frame structure was considered by defining a time-
frequency resource grid, containing four different types of
resource blocks of different shapes, expanding over different
time spans and frequency ranges. Exploiting this flexibility
to optimize the resource allocation to different services while
ensuring their QoS requirements, was shown to be an N P-
hard problem.

In this work, we first propose a conflict-aware, multi
numerology radio resource allocation algorithm to maximize
scheduling efficiency for URLLC when coexisting with eMBB
services. The proposed scheduling approach results from re-
formulating the standard eMBB throughput maximization
problem in an equivalent form in which the objective is
to minimize conflicts with URLLC in terms of resource
allocation. This new problem is shown to be solved by jointly
minimizing the placements of URLLC services in the time-
frequency resource grid and the aggregate conflict, which can
be treated as a specific instance of bin packing optimization.
Simulation results show that a heuristic scheduling algorithm
of near-linear complexity, provides a quick, lightweight and
efficient solution to resource allocation scheduling in URLLC
and eMBB coexistence.

Moreover, having shed light to the importance of mini-
mizing conflicts between different services, the utilization of
non-orthogonal multiple access (NOMA) schemes naturally
emerges as a competitive candidate [11], [12]. NOMA allows
for the superposition of services, even at the mini-slot level
by employing superposition coding at the transmitter and
successive interference cancellation at the receivers [13], [14].
NOMA has in the past been proposed as a competitive scheme
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TABLE I: Resource Blocks in Flexible Numerology

Shape 1 | Shape 2 | Shape 3 | Shape 4
TTI duration (ms) 0.5 0.25 0.125 0.125
SCS (kHz) 15 30 60 60
Symbol duration (us) 66.7 333 16.7 16.7
CP (us) 4.7 2.3 1.2 4.17
Number of Symbols 7 7 7 6

to enhance throughput per resource block [15]; in the present
work we provide further motivation for it’s employment in
beyond 5G networks (B5G) as the means to mitigate conflicts
in the allocation of resource blocks, i.e., in layer 2 scheduling.
We provide an extensive set of numerical results that show the
significant gains in terms of eMBB throughput when adopting
NOMA in a flexible numerology setting.

The paper is organized as follows. The resource allocation
optimization problem is described in Section II, along with
the equivalent formulation as a conflict minimization. A near-
linear complexity heuristic algorithm is proposed in Section
III, inspired by a greedy heuristic solution to the bin packing
problem, along with the problem re-formulation when using
NOMA. Section IV presents numerical results showing the
performance of the heuristic as well as the superiority of
NOMA for URRLC and eMBB coexistence. Finally, conclu-
sions are drawn in Section V.

II. PROBLEM FORMULATION

Following the system model in [10], we consider a base
station serves both throughput hungry users (eMMB) and
ultra-low latency users (URLLC). The objective is to find
the resource allocation in the time-frequency grid that maxi-
mizes the sum throughput of the former, while satisfying the
throughput demands and latency constraints of the latter.

K denotes the set of all services, (9 the set of eMBB
users, K@ the set of URLLC users, qr and T are respectively
the throughput demand and maximum tolerant latency of
service k € K. B is the set of all possible resource
blocks according to the numerology employed and finally,
T denotes the set of all mini-slots. We utilize the parameter
api,b € B,i € T which indicates whether a block b € B
includes basic unit ¢ € Z, in which case oy ; = 1, otherwise
ap,; = 0. Furthermore, we denote by 71,0 € B,k € K the
throughput of each resource block, under the constraint that
the latency constraint is met, i.e.,

b5 = {Capacity of block b for service k} x 1(,, 4 03
ey
where ¢, is the end time of block b and 1,y is the indicator
function for the logical proposition z. Finally, by x5 we
denote a binary variable that takes the value 1 if the resource
block b € B is assigned to service k, otherwise xp,; = 0.
Table I represents four most widely accepted block shapes
on the 5G NR. According to the flexible numerology, /()
(eMBB) and Ko (URLLC) services have no restrictions and
they are able to choose any of the given shapes.
The standard scheduling optimization problem is to maxi-
mize the sum throughput of (°) services under the constraint

Frequency

Time

Fig. 1: Resource allocation of a candidate block and its
corresponding conflicts; vertical blocks (light grey), horizontal
blocks (grey) and square blocks (dark grey).

of satisfying the latency and throughput demands of (¥,
without any overlapping between the allocated blocks. The
formal problem formulation is given as,

[PO]  max > > rosto @)
zp, k€40, }bGBke](j(C)
s.L. ZTb,kl’b,k >q, kekK®, @3
beB
Z Z apirpr <1, i€Z. 4
beB kek

In [10], it is proved that the combinatorial problem PO is an
N P-hard partition problem. A heuristic algorithm, named LP-
LD, was proposed based on the linear programming (LP) and
the Lagrange dual (LD) relaxation of PO, without considering
the impact of the K) services allocation to the consequent
allocation of the K(°) services. The complexity of the LP-LD
algorithm was shown to be O(|B]||K|log(|B||K|)) ignoring
the high complexity of the computation of utility matrices;
demand the usage of optimization solvers, while the dual LP-
LD approach also applies a sub-gradient method.

To this end, we introduce an explicit description of the
impact that the assignment of any resource block to a specific
service has on the feasible assignments of the remaining
blocks. We consider the number of generated “conflict” by
any specific URLLC or eMBB resource block placement. To
illustrate the idea, Fig. 1 depicts all the “conflicts” that arise
from an arbitrary block placement, shown in red; the specific
block allocation (in red) forbids any other block allocation in
the sketched neighborhood (in grey). In light of this, even if
a particular resource block might have maximum throughput,
its allocation could be suboptimal due to the losses caused by
the generated forbidden placements around it. To evaluate the
impact of (4), we define any conflict (overlapping) of resource
blocks as,

)L Y e pen(wi tapi) > Li€L, b#p
Chp = .
0, otherwise
4)
for b,p € B. As a next step we note that,

Z Z Ty kTok = Rtotal — Z Z Z Co,pTp kTb,k, (6)

beB pek(e) beEB peB kEK

where Ryt denotes the maximum sum throughput of the
whole resource grid with respect to K(®) and the second
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triple sum represents the losses in (¢ throughput because
of the conflicts generated by the placements of all services.
As a result, the maximization of (2) is equivalent to the
minimization of the aggregate conflict, i.e.,

max
Ty k E{O,l}

Rtotal_g g E CopTpkThk | &

beBpeB kek

be,kIgi?O,l} Z Z Z Co,pLp,kTb,k- 7

beB peEB kEK
Since the R;,t4; is constant (for any given grid and through-
put values), the maximization problem may be reduced to the
minimization of the potential conflicts. We also note that:

E Z Z Z CopTpkTok | = [C[ T, 8)

beB peB keK

where E[-] denotes expectation, C is the set of conflicts when
all resource blocks have the same throughput 7 = E[ry ;]
and | - | denotes cardinality; i.e., in the long term we need
on average to minimize the number of conflicts. The mini-
mization of the number of conflicts can be taken through the
minimization of the number of URLLC placements, which
points to a formulation of the scheduling problem as a bin
packing optimization problem [16]. In the following Section,
inspired by a near-linear complexity greedy heuristic for
the bin packing, we propose a novel lightweight scheduling
approach that is shown through numerical results to be also
very resource efficient.

III. HEURISTIC ALGORITHM AND CONFLICT RESOLUTION
BY USING NOMA

A. Heuristic Inspired from Bin Packing Optimization

The proposed scheduling heuristic that accounts for con-
flicts is summarized in Algorithm 1, jointly minimizing
the number of K resource allocations (placements) and
throughput losses for K(¢) users. Allocation of resources to
K® services and K(°) services is treated sequentially, with
the former being served first to meet the latency requirements.
In the following, the vector e of length |B| has as elements
the aggregated throughput losses for each allocation of a block

beB,ie.,
ey = Z Z CopTh k- )

pEB kek(e)

For each k € K(©) we generate M categories (bins) with
decreasing fractional sizes with respect to g, k € KO, e,
category i € {1,..., M} is defined as the set of all resource
blocks b € B for which the ceiling of the ratio of the service
demand over the throughput of block b is equal to i, or
equivalently, category Cat'U* contains the available resource
blocks which satisfy at least 1/i-th of the service demand g.

CatiU* — {b . ’qu“ =4,Vbe B\ {CatjUk}j_l,.,..il} )

Tb.k i
kek® ie{1,..., M},

Algorithm 1 Bin Packing Resource Allocation Algorithm

Input: throughput matrix r = [rpx], b € B,k € K,
aggregated-throughput-loss vector e, demand vector of
URLLC services q, set of all available resource blocks 5.

Output: Block-service assignment s.
for k =1 to |q| do

create the following categories:
for i =1to M do
Cat'U* = all resource blocks b € B where
[qk/Tok] =1
Check pairwise conflicts among categorized blocks
and remove the blocks with the higher aggregated-
throughput-loss;
end for
end for
Phase (K©) resource allocation):
for : =1to M do
select the C'at*U* which has the least number of blocks;
if (|Cat'U*| > and gy, is not already met) then
B’ + (select 4 number of blocks in Cat‘U* with the
least aggregated-loss-value);
s«sU K, K =i,V eB,
Remove from B the blocks in s and those overlapping
with the blocks in s;
if g is met then
KO KO\ (ks
end if
end if
end for
Phase (C(©) resource allocation):
repeat
(b', k') <= argmaxep peic(o Tbks
s+ sU(,k);
Remove from B the blocks in s and those overlapping
with the blocks in s;
until B=10

where [z] denotes the smallest integer bigger or equal to
x. Note that i) we need ar most i elements from Cat'U¥
to satisfy the demand ¢, of service k € K@ ii) categories
might be empty, so M needs to be defined according to the
expected throughput per mini-slot as well as its variance. In
our numerical results, in Section IV, we have set M = 10.
Then, the elements of each category are re-ordered in
increasing aggregated loss ep, b € B. As an example, after this
step, the first element of Cat'U¥ is the resource block that
can simultaneously cover the demand ¢, of URLLC service k
while incurring the least aggregate losses for the eMBB users.
The joint minimization of the number of K(©) placements and
the losses due to conflicts is achieved simply by assigning to
service k € K the first i elements of Cat'U¥, starting from
i =1, i.e., the allocation for demand ¢y, starts from CattU¥,
As explained before, the most valuable categories in terms of
throughput satisfy URLLC services by using the least number
of resource blocks and result in the minimum number of K(©)
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placements, that is expected on average to incur the minimum
losses due to conflicts. Furthermore, having re-ordered the
elements of each category in increasing eMBB loss value, we
jointly account for both constraints (3) and (4) in one go.
After each allocation, the allocated blocks are removed from
B and all other categories. This procedure is repeated until the
demand of all of the K(*) services are satisfied or no more
blocks remain in the categories.

In the last phase of the algorithm, the resource allocation
to KC(©) services takes place. This is performed by selecting
the block-service pairs with the highest throughput 74 5, b €
B,k € K(©)) from the remaining available blocks (that have
not been allocated to a URLLC service — remember that once
a block is allocated it is removed from ). This step is iterated
until no more blocks remain available.

The ordering of the utilities has a complexity of
O(max; ,{|Cat'U*|log(|Cat'U*|)}), we conclude that the
above is also the overall complexity of the algorithm.

B. NOMA for Downlink Scheduling

In this subsection we re-examine PO under the assumption
that it is possible to employ NOMA in the downlink to
schedule different services, even at the mini-slot level [12]. In
contrast to the scheduling optimization problem as formulated
in PO, NOMA allows overlapping amongst the blocks, either
full or partial (of some mini-slots). In light of this, PO is
reduced to an analogous linear programming (LP) problem
that we refer to as P1, in which the optimization parameter is
now a real number z, , € [0, 1],

[P1] max S mkn (1D
2o €08 kek(e)
s.t. Zrb,kacb,k >qr, k€ K:(Z), (12)
beB
DD aamk <7, €I, (13)
beB kek

where 7 denotes the NOMA (normalized) sum throughput per
block ; note that in PO, constraint (4) is upper bounded to
unity. This points out a further gain in using NOMA due to
the increase in per resource block utilization. However, as in
this work we aim primarily at demonstrating the gains brought
about due to conflict avoidance, in the numerical results we
simply use 7 = 1.

IV. NUMERICAL RESULTS

In this Section we present results both for the heuristic
algorithm in the case of OMA as well as in NOMA.

A. Performance of Heuristic Algorithm

The performance of Algorithm 1 is evaluated for different
5G URLLC configurations and numerologies. To showcase
the effectiveness of the proposed heuristic resource allocation
algorithm, we compare its performance against the global
optimum (achieved through Gurobi optimization solvers) and
the LP-LD algorithm discussed in Section II and proposed
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Fig. 2: Sum bit rate of /C(°) services when the bit rate demands
of K(©) users are all equal and set to 64 kbps. Similar results
are produced for demands of 16 and 32 kbps.
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Fig. 3: Sum bit rate of X(°) services when the bit rate demands
of K(©) users are all equal and set to 128 kbps.

in [10], using the same simulation setup '. This simulation
environment was implemented based on the control channel
overhead model for supporting the flexible numerology de-
fined in [17] and considers the effect of guard band (i.e., of
the cyclic prefix) on the achievable data rate by blocks as
modeled in [18].

We measured the bit rates per user in (¢ for URLLC
latency tolerance values 7 = {0.25,0.5,1,1.5,2} msec and
bit rate demands q = {16, 32,64, 128, 256, 512} kbps for five
services k € K. The bit rates per user in k € K(©) for all
the examined algorithms in case of URLLC bit rate demands
16 and 32 kbps are almost same as the ones in case of data
demand 64 kbps. Therefore, for the sake of brevity, we omit
the presentation of this set of results.

As can be seen through Figs. 2-5, the heuristic algorithm
inspired from the reformulation of the scheduling problem as a
bin packing optimization, results in a comparable performance

'We thank the authors of [10] for kindly sharing their simulation codes in
IEEE DataPort.
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Fig. 4: Sum bit rate of /() services when the bit rate demands
of K(©) users are all equal and set to 256 kbps.
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Fig. 5: Sum bit rate of () services when the bit rate demands
of K(©) users are all equal and set to 512 kbps.

to the LP-LD algorithm proposed in [10] and the global
optimum (obtained through Gurobi solvers). Note that the
proposed algorithm, with no utility computation, no solver
used and with near-linear complexity, provides a trade-off
between the performance and complexity 2. This showcases
that indeed, the reformulation of the optimal scheduling as a
conflict minimization problem is highly pertinent and allows
shedding light on how to jointly address the constraints (3)
and (4) of PO. It is also noteworthy that more elaborate
heuristics could be proposed in the same context, by looking
at algorithms with lower optimality gaps to the optimal bin
packing solution.

B. Performance of NOMA

In Figs. 6-9, the sum bit rate for the eMBB services in
K(©) when applying i) NOMA and ii) the optimal OMA
scheduling (denoted in Figs. 2-6 by “Optimal” are shown. The

2In all executions the processing cost of the LP-LD heuristics was about 20
sec, while that of BP heuristics was about 0.15 sec; a throughout investigation
of the processing cost should be considered as a future work.
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Fig. 6: Sum bit rate for () services when employing NOMA
(blue line) and OMA (black line), for delay tolerance values
7 = 0.25. Both schemes result in unfeasible solutions for
qr = 512.
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Fig. 7: Sum bit rate for () services when employing NOMA
(blue line) and OMA (black line), for delay tolerance values
7 =0.5.

latency tolerance and bit rate demands considered are 7 =
{0.25,0.5,1,2} msec and q = {16,32,64,128,256,512}
kbps. In all cases, as expected, NOMA outperforms the
optimal OMA scheduling. The gains are more accentuated
at low delay tolerance values, which indicates that NOMA
can be beneficial for ultra-low-latency, a scenario of signifi-
cant practical importance, e.g., in industry 4.0 or vehicle to
everything (V2X) communications.

Note that with decreasing the latency tolerance 7j of
services k € K a large number of zero throughput mini-slots
(void) are generated due to (1). This, decisively reduces the
number of available resource blocks, which in turn offers a
crucial advantage to the NOMA scheme that allows overlaps.

V. CONCLUSION

In 5G and beyond, URLLC services will coexist with
eMBB services. Layer 2 scheduling in the URLLC and
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Fig. 9: Sum bit rate for K(¢) services when employing NOMA
(blue line) and OMA (black line), for delay tolerance values
T =2

eMBB coexistence is a known challenging task. To ad-
dress this, in this work, we have reformulated the standard
eMBB throughput maximization problem as an equivalent
conflict minimization, which points to a bin packing setting.
Building on this premise, an efficient, near-linear complexity
scheduling algorithm was proposed, inspired by a simple
greedy heuristic for bin packing problems. In addition to
the proposed scheduling using an orthogonal multiple access
(OMA) approach, NR also supports non-orthogonal multiple
access (NOMA). We investigated the potential advantages
of allowing for non-orthogonal sharing of radio resources
with flexible numerology and frame structure. The intuition
for NOMA’s superior performance, as a result of alleviating
conflicts, was demonstrated to hold; importantly, NOMA can
potentially offer significant advantages particularly in the
case of ultra-low latency constraints for the URLLC users.
Extensive simulations were performed for URLLC services
with different QoS requirements both for OMA and NOMA

scenarios. The simulation results showed that i) the proposed
near-linear complexity heuristic still provides high resource
efficiancy, demonstrating that conflict minimization is indeed
key to Layer 2 scheduling, and, ii) there are significant gains
in terms of resource utilization when employing NOMA.
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