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Abstract

IoT has evolved from an experimental to a 
backbone technology able to connect myriads 
of people, things, and services for a large range 
of businesses. At the same time, the emergence 
of SDN can ideally handle IoT challenges for 
elasticity, heterogeneity, and mobility, offering an 
architecture that abstracts decision making away 
from the data plane and providing a program-
mable network facility. Along these lines, we pro-
pose MINOS, a multi-protocol SDN platform for 
IoT that implements service awareness utilizing 
appropriate SDN abstractions and interfaces for 
logically centralized network control of diverse 
and resource-constrained IoT environments, two 
network protocols that are deployable and con-
figurable on demand, and a GUI that provides 
a bespoke dashboard and a real-time visualiza-
tion tool. Due to its components, MINOS enables 
experimentation with novel network control fea-
tures and protocols that realize optimized rout-
ing over heterogeneous IoT nodes, application 
of real-time strategies as a response to dynamic 
network conditions, support of individual protocol 
configurations per node, and flexibility to accom-
modate new protocols and control algorithms. 
Our results demonstrate MINOS as an enabling 
platform for two protocols, CORAL-SDN and 
Adaptable-RPL, which, in comparison with the 
state-of-the-art IoT routing protocol RPL, improve 
the packet delivery ratio with relatively small con-
trol overhead.

Introduction
Nowadays, Internet of Things (IoT) technology 
holds a cardinal role as an enabler for a highly 
diverse set of services in respect to their require-
ments, including extremely high data rates, ultra 
low latency, low power consumption, large num-
ber of connected devices, and high mobility. Para-
medics, a typical e-health example, demand high 
data rates in real time to support live video stream-
ing to hospitals. On the other hand, wide sensors’ 
deployments gathering ground and atmospheric 
measurements in large areas prioritize scalability 
issues over data rates. Traffic prioritization is a cru-
cial requirement in harsh working environments 
that use IoT devices’ deployments for safety rea-
sons (e.g., prevent or face accidents); in this case, 
connectivity is of paramount importance. Final-
ly, applications with mobile IoT devices, such as 
drones or human wearables, strive for efficient 

solutions (e.g., neighbor discovery and routing) 
that handle mobility and take into account con-
straints such as the remaining battery power.

Relevant applications in the literature [1] are 
categorized in line with the type of communica-
tion as follows: data collection for many-to-one, 
alerts and actions for point-to-point, and data dis-
semination for one-to-many communication [2]. 
Apparently, there is no single protocol or commu-
nication mechanism that can address multi-appli-
cation requirements hosted by IoT networks. In 
response to the need for agile and configurable 
solutions, software-defined networking (SDN) 
provides a new, elastic network paradigm that 
can transform the traditional network backbones 
into flexible service delivery platforms. We define 
three IoT research challenges that SDN can ideally 
handle.

Elasticity: This is needed to appropriately 
deploy and configure different network proto-
cols toward satisfying applications’ requirements; 
moreover, to adapt to the network context envi-
ronment (i.e., responding to an IoT network’s 
feedback) by enforcing strategies for flexible 
and individual IoT devices’ configuration, which 
improves performance and resource allocation 
while reducing cost.

Heterogeneity: This is required to integrate 
hardware (e.g., communication interfaces) and 
software (e.g., messaging protocols like CoAP) 
particularities, as well as nodes’ characteristics 
(e.g., battery-powered or not). Carefully designed 
abstractions are needed to hide heterogeneity 
and allow devices to export common features to 
the higher control and application planes.

Mobility: This is for handling issues raised by 
IoT devices’ mobility and consequent connectiv-
ity handovers (e.g., additional control overhead 
to maintain the topology), which become “cost-
ly” without suitable dynamic routing adjustments. 
Furthermore, mobility-aware mechanisms should 
not overload possible coexisting static nodes.

Contribution

Addressing the aforementioned challenges, we 
move forward in implementing service awareness, 
a networking research key requirement. This arti-
cle presents the MINOS, an SDN platform aimed 
at providing elasticity for heterogeneous and/or 
mobile IoT deployments, through the operation 
and dynamic configuration of different protocols. 
We experimented with CORAL-SDN, a pure SDN 
protocol, and Adaptable RPL, which is an SDN-
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like protocol. In detail, MINOS introduces the fol-
lowing unique features.

An SDN-based architecture decoupling the 
data from the control plane This is an important 
design step toward elasticity for the following rea-
sons: It keeps a network’s heterogeneity transpar-
ent to the control and application planes, employs 
programmable interfaces for getting cross-layer 
measurements and enforcing appropriate strat-
egies for adaptable topology and flow control, 
and implements software controllers providing 
logically centralized control though reducing man-
agement cost and complexity.

Two network protocols that benefit from the 
SDN-based architecture (demo videos for both 
protocols are available online [3]):
•	 CORAL-SDN [4], a software-defined Open-

Flow-like protocol introducing adaptive 
topology control and routing strategies 
for IoT. CORAL-SDN dynamically enforc-
es adaptive combinations of topology dis-
covery and control algorithms, leveraging a 
network’s elasticity. The impact of on-the-fly 
decisions is reflected in the results discussion 
below, demonstrating achievements in terms 
of packet delivery ratio (PDR) and control 
overhead.

•	 Adaptable-RPL [5], an evolutionary exten-
sion of the IPv6 Routing Protocol (RPL) for 
Low-Power and Lossy Networks (LLNs) [6] 
with improvements for mobile and hetero-
geneous IoT networks. The MINOS platform 
handles core RPL parameters both dynami-
cally (i.e., in real time) and individually (i.e., 
mobile vs. static nodes). The results below 
show that adaptations in the RPL configura-
tion, which mitigate the mobility issues, can 
efficiently tune the protocol’s performance 
trade-offs, such as PDR vs. control overhead.

•	 A graphical user interface (GUI) consisting of 
a bespoke dashboard and a real-time visu-
alization tool. Such a facility maintains the 
global network view, providing on-the-fly 
configuration options, visualizing dynamic 
topologies, and illustrating real-time measure-
ments. In addition, it can be extended in a 
straightforward manner through the user 
interface to support new algorithms, and 
network protocol parameters and measure-
ments, allowing scalable evolution.
This work is partially inspired by related 

software-defined wireless sensor networking 
(SDWSN) approaches, including:
•	 SDN-WISE [7], a stateful SDWSN solution
•	 Soft-WSN [8], a platform implementing basic 

SDN features, that is, topology and device 
management over application, control, and 
infrastructure layers

•	 TinySDN [9], which implements a distributed 
control plane SDN architecture for a wireless 
sensor network (WSN)

•	 Whisper [10], which introduces an SDN con-
troller transmitting routing and scheduling 
messages compatible to RPL to manipulate 
its operation
The challenges of high complexity and high 

overhead that SDN architecture brings to LLNs are 
the main drawbacks of those works, although a 
recent proposal, mSDN, [2] moderates this effect 
by introducing a lightweight SDN framework.

Our CORAL-SDN protocol further improves 
the network overhead through advanced topol-
ogy control and routing algorithms, utilizing a 
separate control channel. Trading performance 
with cost, these solutions are suitable for network 
installations with similar requirements, such as the 
use case discussed in the following section. In 
contrast to the fully centralized control approach-
es, the distributed protocol solutions, like [11, 12], 
suggest extensions and mechanisms improving 
the operation of RPL under mobility and high data 
traffic, respectively. Our Adaptable-RPL protocol, 
harmonized to the latter approach, improves RPL 
through centralized SDN-like adjustments in the 
protocol configuration. These solutions retain low 
complexity, making them suitable for public het-
erogeneous networks while preserving full com-
patibility with the RPL protocol; however, they 
may achieve lower improvements compared to a 
pure SDN solution, indicated by the results below.

Since the related works are mainly adjusted to 
specific network scenarios or contexts, we intro-
duce a facility that accommodates and adapts 
multiple IoT protocols because there in no “single 
protocol fitting all services” solution, and address-
es different application and network requirements 
through dynamic protocol adaptations (e.g., 
expressing particular network conditions and 
device constraints). These two characteristics con-
stitute the main novelties of the MINOS platform. 
To the best of our knowledge, MINOS is the first 
software-defined multi-protocol platform for IoT 
networks [3].

In the following, a motivating use case scenar-
io highlighting the advantages of the proposed 
platform and protocols is presented in the next 
section. We then elaborate on the MINOS plat-
form’s architecture, while comparative results are 
presented. Concluding remarks and future work 
insights are discussed in the final section.

Motivating Use Case Scenario
To motivate our proposal, we discuss a smart city 
use case, representing an ecosystem with large 
numbers of interconnected IoT devices (“motes”), 
characterized by a wide range of communication 
challenges, such as device types heterogeneity 
(e.g., coexisting mobile, wireless, and sensor net-
works), mobility behavior (e.g., humans, drones, 
and vehicles with different mobility patterns), 
and application message-exchange patterns (e.g., 
many-to-one vs. one-to-one communication).

In such a scenario, motes equipped with sen-
sors (i.e., pollution and weather related, along 
with traffic conditions) monitor the smart city’s 
facilities and infrastructures. Cases include moni-
toring an urban area for air pollution or a (smart) 
traffic control system, where a number of wire-
lessly connected motes collect physical world 
data, delivering them to a central point for further 
processing. Each mote can operate as either an 
endpoint or a forwarding device. A centralized 
SDN platform can make decisions according to 
the “global view” and enforce the necessary com-
munication strategies (e.g., to prioritize crucial 
information to reach its destination on time). Such 
an SDN-inspired model can increase the response 
time and network operation reliability. Simultane-
ously, it contributes to the up-scaling of a smart 
city infrastructure where new innovative ideas 
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can be enabled from challenging communication 
approaches, including: 
•	 A drone flying around to collect data from 

fixed or mobile IoT sensors about the city’s 
conditions or incidents (e.g., weather, noise, 
pollution, traffic, car accidents) can safely 
transmit crucial information.

•	 Human wearables or sensors embedded to 
smartphones or vehicles with diverse mobil-
ity patterns have to remain seamlessly con-
nected to multiple networks along their way.
Arguably, an SDN-inspired platform, through 

the necessary abstractions, can support individu-
al protocol deployments and configurations per 
groups of IoT nodes and realize adaptive com-
munication strategies, mitigating the above chal-
lenging communication issues. The smart city use 
case highlights that there is no single-protocol 
solution that can address the variety of require-
ments originated by dissimilar IoT applications. 
It also highlights the need for a service-aware 
platform accommodating multiple protocols and 
their on-demand deployment, along with network 
conditions’ dynamic adaptations. The relevant 
MINOS solution is detailed below.

The MINOS Platform
The MINOS platform implements service aware-
ness by bringing together SDN with IoT technol-
ogies. It adapts IoT networks to the application 
requirements by deploying the appropriate net-
work protocol on demand, while considering 
the network environment constraints (e.g., lim-
ited node resource availability, mobility caused 
connectivity issues) by dynamically configuring 
the protocol in use. Figure 1 presents a high-level 
view of the MINOS architecture. Aligned to the 
typical three-tier SDN paradigm, it consists of the 
following planes, described bottom-up.

The Data Communication Plane: accommo-
dates multiple dynamically configurable protocols 
supporting diverse IoT devices operating either in 
real testbeds or in the Cooja emulator. It also pro-
vides radio and network protocol measurements 
to the upper layer, as well as on-demand protocol 
deployment.

The Control Plane: controls the network pro-
tocols in real time based on information coming 
from both the application plane (i.e., application 
requirements) and the data communication plane 
(i.e., network constraints). It consists of the pro-
tocol decision engine, which selects the protocol 
and its main configuration based on the applica-
tion requirements, and protocol-specific control 
and monitoring components that are responsi-
ble for the runtime configuration adaptations and 
tracking the performance of the corresponding 
protocols, respectively. 

The Application Plane: specifies the category 
of IoT application used (i.e., data collection, alerts 
and actions, or data dissemination) and the partic-
ular IoT node requirements, for example, regard-
ing their energy constraints and mobility support.

Below we elaborate on the MINOS planes, 
interfaces, and functionalities.

The MINOS Planes and Interfaces

The bottom layer of the MINOS architecture (i.e., 
the data communication plane) supports multiple 
IoT protocols, real-time configuration and measur-
ing of the protocols, as well as their deployment 
on demand. MINOS currently supports two pro-
tocols.

CORAL-SDN [4]: is implemented in the con-
text of the MINOS platform to provide adapt-
ability to a range of IoT applications and network 
constraints (e.g., mobility and signal issues) 
through four alternative protocol mechanisms: 
(i) two network topology discovery and control 
algorithms, the first based on node advertise-
ments, and the second on neighbor requests; and 
(ii) two types of flow establishment rules, config-
uring the full path or the next hop only, respec-
tively. For example, in a fixed topology with one 
mobile node, it is resource-expensive to con-
figure the whole path each time a single node 
changes its attachment point; instead, the next 
hop flow establishment option is more suitable. 
CORAL-SDN also supports other configuration 
options; for example, the link quality estimation 
method, the use of acknowledgments, and the 
control messages’ interval time for topology con-
trol.

Adaptable-RPL [5]: augments RPL, considered 
as the de facto routing standard for IoT, with 
dynamic reconfigurability to extend its applicabil-
ity to alternative use cases and dynamic network 
environments (e.g., it improves its responsiveness 
to sudden changes in the network conditions). At 
this point, MINOS adjusts a number of import-
ant RPL parameters (e.g., Imin, Idoubling) reflecting 
the responsiveness but also the communication 
overhead of the protocol, and the choice of the 
objective function to use for the distance-vector 
functionality of RPL. For example, in order to 
tackle RPL’s performance issues in mobile envi-
ronments [5], MINOS adjusts the Imin parameter 
differently for nodes with particular characteristics, 
so communication overhead is offloaded from the 
mobile to the fixed nodes.

Furthermore, the data communication plane 
provides the control plane with real-time mea-
surements on the protocols’ performance, or 
the configuration values of important parameters 
from both the radio (e.g., received signal strength 
indicator — RSSI or link quality indicator — LQI) 

Figure 1. The MINOS architecture.
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and network viewpoints (e.g., number of packet 
drops). The MINOS southbound interfaces handle 
these interactions through utilizing novel appli-
cation programming interfaces (APIs) provided 
by the WiSHFUL project [13]; in particular, the 
universal network and radio control interfaces 
(UPIs), that is, one UPIN per protocol for network 
layer variables, and UPIR for the radio channel. 
The WiSHFUL facilities provide hooks for dynam-
ic adaptations in IoT communication protocols 
(e.g., RPL) and abstractions tackling the network 
or device heterogeneity. Following the WiSHFUL 
platform evolution, we further enriched its proto-
col adjustment capabilities, providing full support 
to our protocols via the MINOS platform.

The control plane triggers the protocol deploy-
ment in an interchangeable manner through 
the protocol deployment interface (PDI). This 
plane currently supports two alternative ways of 
on-demand protocol deployment: proactive, for 
network operation scenarios with relaxed time 
constraints, where protocol changes are applied 
through updates in IoT devices’ firmware (i.e., a 
low memory-footprint approach with moderate 
deployment time); and reactive, for rapid proto-
col deployments, where a double-protocol stack 
above the link layer dynamically selects one of 
the two alternative protocols (i.e., trading mem-
ory for quick protocol switching). Currently, we 
support proactive protocol deployment through 
device-specific Ansible scripts updating IoT devic-
es’ firmware. The reactive deployment is an ongo-
ing work; hence, we released a first beta version 
of the double protocol stack [3]. Our plans also 
include experimentation with over-the-air protocol 
deployment approaches (e.g., utilizing elf contiki 
libraries).

The modular MINOS architecture allows easy 
existing protocol modifications (i.e., support 
of extra mechanisms or parameters) or further 
additions of new ones. As such, we are currently 
experimenting with an adaptable version of the 
Back-Pressure Routing (BPR) protocol (it is at an 
early stage). Our protocol implementations sup-
port diverse IoT hardware (e.g., RM090 and Zol-
ertia Z1 devices).

The control plane performs runtime network 
control and monitoring of the network environ-
ment through the protocol-specific control and 
monitoring components, while it implements the 
service awareness of MINOS based on the appli-
cation requirements originating from the applica-
tion plane, and handled by the protocol decision 
engine (PDE).

The protocol-specific control and monitoring 
components implement technology-specific local 
control loops for a subset or all nodes, monitor-
ing the behavior of the network, while adjusting 
a rich set of network protocols’ parameters to 
achieve the performance goals set by a particular 
application. At this point, MINOS supports two 
relevant components, reflecting the centralized 
network control features of the CORAL-SDN and 
Adaptable-RPL protocols.

The CORAL-SDN Control and Monitoring 
Component: implements SDN controller func-
tionalities that construct and maintain an abstract 
representation of the infrastructure network (i.e., 
a network connectivity structure with runtime 
node or link information), such as the devices’ 

battery level, or link quality measurements (e.g., 
RSSI or LQI); and perform centralized control of 
the data flows and define dynamic forwarding 
rules, responding to changes in the aforemen-
tioned network’s abstract view, while matching 
the application requirements. For example, such 
control features dynamically perform local topol-
ogy adjustments in the case of mobile nodes to 
reduce the corresponding communication over-
head. 

The Adaptable-RPL Control and Monitoring 
Component: collects measurements from the RPL 
protocol and triggers dynamic adaptations in the 
protocol parameters after changes in the network 
behavior, or to match application performance 
requirements. For example, an identification of 
mobile nodes coming from the application plane 
results in different Imin parameter values for these 
particular nodes; that is, to offload communication 
overhead to the fixed nodes with power source.

Furthermore, if there is a need to prioritize 
a particular node-to-node communication (e.g., 
collecting data from all nodes to the sink may 
trigger an alert between two nodes), the MINOS 
platform may initiate minor topology changes 
through enforcing a new RPL objective function 
that prioritizes such communication (e.g., through 
link coloring), but with minor impact on the other 
coexisting nodes transmitting measurements to 
the sink node. This is another interesting exten-
sion of the current work.

The PDE selects the protocol to deploy, its 
enabled mechanisms (i.e., supported by the par-
ticular protocol), and initial configuration param-
eters, based on an application plane request, 
to specify the communication type required 
by the application, the number and main node 
capabilities, as well as the global performance 
goals. Currently, the PDE makes decisions based 
on hard-coded protocol strategies aligned with 
our experimentation analysis, but the results of 
an extensive experimentation analysis with more 
scenarios and a wide range of network condi-
tions will furthermore enrich its decision making 
potential. Our short-term plans include a relevant 
machine learning algorithm (i.e., neural network) 
inspired by [14].

Lastly, the application plane specifies through 
the northbound API the requirements of the 
application to be realized by MINOS. This pro-
cess is handled from the method: configure_net-
work(communication_type, nodes_configuration, 
prioritized_KPIs), where:
•	 The communication_type parameter actually 

defines the communication type, which can 
be: many-to-one for typical WSN data col-
lection applications, where a set of nodes 
gather periodic measurements destined to 
a single sink node; one-to-many for data dis-
semination applications, where the sink node 
spreads data to all nodes in the network; and 
point-to-point for alerts and actions scenar-
ios, where a node has to urgently interact 
with only one node. There is also the case of 
hybrid applications that support diverse com-
munication methods for different parts of the 
network.

•	 The nodes_configuration parameter defines 
the number and characteristics of each IoT 
node, such as fixed or mobile, battery-pow-
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ered or not, and information on the partic-
ular resource constraints (e.g., maximum 
firmware size).

•	 The prioritized_KPIs parameter specifies the 
global performance goals for the applica-
tion to be supported by the IoT network. 
For example, an e-health application may 
request high bandwidth and low latency.

The MINOS GUI
The MINOS platform interacts with the user 
through a highly flexible GUI implemented in the 
Node-RED platform. The GUI allows the opera-
tor to override the PDE and manually select the 
protocol and its corresponding parameters; then 
the visualization outcome varies according to the 
protocol deployed. Representative screenshots 
are available online [3]. The dashboard performs 
the overall monitoring, while providing advanced 
functionality and configuration options through 
three sub-modules.

The Experiment Manager: providing configu-
ration options related to available network proto-
cols and experimentation setups.

The Network Visualizer: illustrating the net-
work’s topology, experiments’ progress, and 
results.

The Node-RED Designer: offering a library of 
the basic MINOS features implemented as Node-
RED nodes and workflows. Hence, such features 
can be easily configured through the user inter-
face, or parameterized via short client-side Node.
js scripts.

Evaluation
We evaluated MINOS for handling mobility and 
heterogeneity in an IoT experimentation setup; 
for example, we assume a smart city scenario 
similar to the one described earlier, where static 
nodes are located on buildings or stations, coex-
isting with mobile ones being placed in vehicles 
(all equipped with sensors offering city-monitor-

ing facilities, e.g., temperature, humidity, noise, 
pollution). Through the MINOS GUI we can pro-
actively deploy our protocols (i.e., either COR-
AL-SDN or Adaptable-RPL). Once one of them 
is deployed each time, we proceed with extract-
ing results regarding two metrics: the PDR (i.e., 
the proportion of packets delivered against total 
packets sent), and the control overhead (i.e., ratio 
of control packets to the total packets). In our 
comparative analysis, we use the default RPL as a 
baseline protocol in contrast to the MINOS plat-
form against traditional IoT deployments.

Experimentation Setup

The protocols, accommodated in the data com-
munication plane of the MINOS platform, are 
evaluated in a network with 21 IoT nodes (1 sink, 
5 mobile, 15 static nodes), exploiting real trac-
es extracted from Stockholm bus routes, avail-
able via the MONROE project [15]. All of our 
experiments are deterministic; hence, we do not 
need to evaluate the results’ statistical accuracy 
with multiple experiment runs. The combination 
of Cooja emulator scalability issues and the avail-
able processing power (we used an Intel® Core™ 
i5-2410M, 2.30 GHz processor), along with real 
traces order of magnitude limitations, allow exper-
imentation on this scale. Table 1 summarizes all 
experiments’ settings.

Methodologically, we conducted the same 
scenario five times as follows:
•	 The first run employs the default RPL to pro-

vide a “ground truth” curve (red line in Figs. 
2a–2c).

•	 The next two runs consider Adaptable-RPL, 
where the MINOS either dynamically config-
ures its parameters on the fly (via the UPIs) 
at 30 min (results are indicated by the Adapt-
able-RPL-D green curve), or it adapts its con-
figuration parameters from the beginning of 
the experiment (blue curve).

•	 The last two runs provide results for COR-
AL-SDN, where the MINOS again either 
dynamically adapts its parameters at 30 min 
(CORAL-SDN-D purple curve) or configures 
the protocol when the experiment starts 
(orange curve). 
The MINOS interventions’ impacts are clearly 

shown in Figs. 2a–2c, where after 30 min both 
the dynamically adapted scenarios (i.e., Adapt-
able-RPL-D and CORAL-SDN-D) are progressively 
converging to Adaptable-RPL and CORAL-SDN, 
respectively, which in turn are constantly supe-
rior to the default RPL, which keeps the default 
parameters (i.e., Imin = 12 and Idoubling = 8). For 
the Adaptable-RPL-D scenario, after the 30 min, 
the control and monitoring RPL component of 
MINOS triggers only the sink and fixed nodes to 
look on a more frequent basis for disconnected 
mobile nodes, that is, tuning Imin = 8 and Idoubling 
= 0. Similarly, for the CORAL-SDN-D scenario, 
also after 30 min, the corresponding component 
employs the neighbor request topology control 
algorithm that considers the neighbor requests 
[4], and configures the topology maintenance 
parameter rate at 4 s for the mobile nodes and 10 
min for the static ones. These last values could be 
adjusted by an intelligent algorithm or configured 
by the administrator to match the typical mobility 
patterns of buses. The results demonstrate the 

Table 1. Experimentation Setup.

Layer setting Description Notes

Transport UDP Packet size 60 B

Network IPv6/Rime RPL/CORAL-SDN

Adaptation 6LoWPAN

MAC CSMA

Physical
IEEE 802.15.4 Channel 26

Radio Duty Cycle 128 Hz

IoT motes Zolertia Z1 Transceiver 2.4 GHz

OS Contiki-OS Version 3.0

Simulation Cooja

TX/RX 100% Reliable radio

Traffic load Mobile: 120 data pckt/h Fixed: 6 data pckt/h

Mobility model Real traces [15] Canvas 750  750 m

Duration 1 h
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positive impact of dynamically tuning the afore-
mentioned parameters through the MINOS plat-
form on the PDR. Even in low density networks, 
there is a trade-off between PDR and control 
overhead, reflected differently in the two proto-
cols.

Experimental Results

Figures 2a–2c show the performance of default 
RPL, Adaptable-RPL, and CORAL-SDN protocols 
in terms of PDR and control overhead. We use 
these graphs with the time parameter on the 
x-axis to demonstrate the ability of MINOS to 
dynamically configure its protocols. An important 
observation derived by all sub-figures is that our 
platform and protocols outperform the default 
routing protocol regarding the PDR; especially 
in the case of the mobile nodes, it achieves an 
improvement up to 7.74 percent for Adapt-
able-RPL and 19.4 percent for CORAL-SDN in the 
whole network (Fig. 2a), which rises up to 8.15 
percent for Adaptable-RPL and 21.5 percent for 
CORAL-SDN for the mobile nodes (Fig. 2b). This 
outcome also highlights the benefits of offloading 
the control overhead to the static nodes. Since the 
mobility pattern for nodes 2–6 is a moving buses 
emulation, there are long time periods of no con-
nectivity for the mobile nodes because of radio 
limitations. This explains the fact that PDR does 

not exceed 50 percent in Fig. 2b. Another inter-
esting outcome is that our platform can achieve 
better PDR with relatively small control overhead 
(Fig. 2c) when employing the CORAL-SDN pro-
tocol. Figure 2c presents the average PDR (over 
a period of 60 min) for each mobile node when 
Adaptable-RPL and CORAL-SDN are used to tune 
their mobility-aware parameters from the begin-
ning of the experiments. The bars clearly show 
that the mobile nodes can be potentially double 
advanced by the MINOS treatment compared to 
the standard RPL handling (e.g., nodes 2, 3).

In general, the MINOS platform, by selecting 
the CORAL-SDN protocol [4], achieves a high 
PDR with a marginally worse control overhead. 
In practice, the advanced topology construction 
algorithms of the protocol reduce the discovery 
time, while avoiding flooding the network with 
control messages. We indicatively found improve-
ments in the PDR of mobile nodes 2, 3, and 6, 
up to 37.1, 41.3, and 15.7 percent, respective-
ly. This happens because CORAL-SDN succeeds 
in routing messages through their neighboring 
mobile nodes. However, as previously indicated, 
this performance comes with the additional cost 
of equipping the devices with a separate control 
channel. This investment is sensible in use case 
scenarios requiring reliability in routing crucial 
messages (e.g., a smoke detection alarm or criti-

Figure 2. MINOS experimental results for PDR and control overhead: a) PDR as a function of time for all nodes; b) PDR as a function 
of time for the mobile nodes; c) control overhead as a function of time; d) PDR for mobile nodes and mobiles’ average.
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cal infrastructure sectors).
Then again, in public heterogeneous net-

works such as the smart city environment where 
the extra hardware cost may not be reasonable, 
low-complexity solutions like Adaptable-RPL could 
be more suitable than CORAL-SDN by steadily 
offering a higher PDR compared to the default 
RPL protocol (Figs. 2a, 2b), since the mobile 
nodes remain connected to the topology for lon-
ger periods. The improved PDR is traded for the 
increased control overhead (Fig. 2c), occasionally 
tolerated if, for example, the mobile nodes are 
powered by the hosting vehicle.

Conclusions and Future Work Insights
This article presents the MINOS platform, a 
multi-protocol SDN facility implementing service 
awareness as a feature that amplifies the cardi-
nal role of IoT technology. It stands between rev-
olutionary approaches fully exploiting the SDN 
paradigm to provide centralized control, and 
evolutionary ones, which enhance IoT-oriented  
mechanisms with SDN-inspired functionalities to 
keep their pros, while moderating their inabilities 
in terms of elasticity, heterogeneity, and mobility. 
We adopt the SDN approach to build an archi-
tecture that can host multiple IoT protocols, while 
having the functional components to deploy them 
on demand according to the application require-
ments, and configuring them in real time respond-
ing to dynamic network conditions. MINOS 
follows a modular architecture, and its planes 
serve as further experimentation place holders.

In the evolution of this work we consider: 
•	 Using the IoT-LAB of the FIT experimental 

platform, and the CityLab Fed4FIRE+ test-
bed, both allowing multihop deployments

•	 Evolving sophisticated decision mechanisms 
for (reactive) protocol deployment and net-
work control

•	 Accommodating more protocols and optimal 
switching among them

•	 Investigating performance trade-offs in 
respect to the network scale
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